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ABSTRACT:

The tremendous success of machine learning algorithms at image
recognition tasks in recent years intersects with a time of dramatically increased
use of electronic medical records and diagnostic imaging. This review
introduces the machine learning algorithms as applied to medical image analysis,
focusing on convolutional neural networks, and emphasizing clinical aspects of
the field. The advantage of machine learning in an era of medical big data is that
significant hierarchal relationships within the data can be discovered
algorithmically without laborious hand-crafting of features. We cover key
research areas and applications of medical image classification, localization,
detection, segmentation, and registration. We conclude by discussing research
obstacles, emerging trends, and possible future directions.

INDEX TERMS : Convolutional neural networks, medical image analysis,
machine learning, deep learning.

INTRODUCTION:

Machine learning algorithms have the potential to be invested deeply in
all fields of medicine, from drug discovery to clinical decision making,
significantly altering the way medicine is practiced. The success of machine
learning algorithms at computer vision tasks in recent years comes at an
opportune time when medical records are increasingly digitalized. The use of
Electronic Health Records (EHR) quadrupled from 11.8% to 39.6% amongst of
based physicians in the US from 2007 to 2012 [1]. Medical images are an
integral part of a patient's EHR and are currently analysed by human
radiologists, who are limited by speed, fatigue, and experience. It takes years
and great financial cost to train a qualified radiologist, and some health-care
systems outsource radiology reporting to lower- cost countries such as India via
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tele-radiology. A delayed or erroneous diagnosis
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causes harm to the patient. Therefore, it is ideal for medical image analysis to
be carried out by an automated, accurate and efficient machine learning
algorithm.

Brain tumors can be classified into two types: benign (noncancerous) and
malignant (cancerous). The malignant tumors can quickly spread to other tissues
in the brain and lead to destroyed and replaced by new cells. if damaged and old
cells are not eliminated with generating the new cells, it can cause problems.
The production of additional cells often results in the formation of a mass of
tissue, which refers to the growth or tumor. Brain tumor detection is very
complicated and difficult due to the size, shape, location and type of tumor in
the brain. accurately measure the size and resolution of the tumor.

Related work:

Recently, Machine learning (ML) and Deep Learning (DL) methods are widely
been used for etection and grading brain tumors using different imaging
modalities, especially those acquired using MRI. In this section, the most recent
and related research works on the paper topic are presented. Mohsen, Heba, et
al. [8] propose a system that combines discrete wavelet transform (DWT)
features and deep learning (DL) techniques.

Methodology

BRaTS MICCAI dataset:

The Multimodal Brain Tumor Segmentation (BRaTS) MICCAI has always

been focusing on he evaluation of state-of-the-art methods for the segmentation

of brain tumors in magnetic resonance imaging (MRI) scans. Ample multi-

institutional routine clinically-acquired multimodal MRI scans of glioblastoma

(GBM) and lower grade glioma (LGG), with pathologically confirmed

diagnosis and available OS, was provided as the training, validation and testing

data for BRaTS 2015 challenge.

In countries with poor health-care systems, a deep learning analytical

framework can be a helpful alternative tool. We utilize transfer learning to train

a deep CNN
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with weights pretrained on ImageNet using a weighted loss function. The

effectiveness of this approach is shown by quantitative results on the Brain

Tumor dataset, which achieves an F1-score of 92% and classification accuracy

of 92% on the test set. In the future, work will be done on a bigger dataset and

with more pretrained models. Data Augmentation:

Data augmentation :

Data augumentation consists of Grey Scaling (RGB/BW to ranges of grey),

Reflection (vertical / horizontal flip), Gaussian Blur (reduces image noise),

Histogram Equalization (increases global contrast), Rotation (may not preserve

image size), Translation (moving the image along ertical shifts, and horizontal

and vertical flips. Finally, the convolution neural network is used for automatic

brain tumor classification. The brain image dataset is taken from image net.

Image net is a one of the pre-trained model. If you want to train from the

starting layer, we have to train the entire layer (i.e) up to ending layer. The loss

function calculation is very important to improve the accuracy. If the loss

function is high, when the accuracy is low. Similarly, the accuracy is high, Then

the loss function is low. The gradient value is calculated for loss function to

compute gradient descent algorithm. Repeatedly evaluate the gradient value to

compute the gradient of loss function.

Image Pre-Processing:

Our pre-processing includes rescaling, noise removal to enhance the image,

applying

Binary Thresholding and morphological operations like erosion and dilation,

contour forming (edge based methodology). In the first step of pre-processing,

the memory space of the image is reduced by scaling the gray-level of the pixels

in the range 0-255. We used Gaussian blur filter for noise removal as it is

known to give better results than Median filter since the outline of brain is not

segmented as tumor here
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Segmentation:

Brain tumor segmentation involves the process of separating the tumor tissues

(Region of Interest – ROI) from normal brain tissues and solid brain tumor with

the help of MRI images or other imaging modalities. Its mechanism is based on

identifying similar type of subjects the objects and group the objects having

most similarity or finding the dissimilarity measure among the objects and

separate the most dissimilar objects in the space.

Result:
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Conculsion:

Without pre-trained Keras model, the train accuracy is 97.5% and validation

accuracy is 90.0%. The validation result had a best figure of 91.09% as

accuracy. It is observed that without

using pre-trained Keras model, although the training accuracy is >90%, the

overall accuracy is low unlike where pre-trained model is used. Also, when we

trained our dataset without Transfer learning, the computation time was 40 min

whereas when we used Transfer Learning, the computation time was 20min.

Hence, training and computation time with pre-trained Keras model was 50%

lesser than without. Chances over over-fitting the dataset is higher when

training the model from scratch rather than using pre-trained Keras. Keras also

provides an easy interface for data augmentation. Amongst the Keras models, it

is seen that ResNet 50 has the best overall accuracy as well as F1 score. ResNet

is a powerful backbone model that is used very frequently in many computer

vision tasks..
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